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Serverless



How to observe ephemeral 
executions, cold starts, and 
short-lived functions?



whoami >

Maxime David (maxday)
He/him

Senior Software Engineer @ AWS
AWS Lambda Runtimes team
CNCF OpenTelemetry Contributor
Speaker

Banana Bread lover

https://maxday.dev   →

https://maxday.dev


Why do we want to track?



OpenTelemetry



Wait! Another tool?
OpenTelemetry was accepted to CNCF on May 7, 2019 

and moved to the Incubating maturity level on August 
26, 2021.

https://www.cncf.io/projects/opentelemetry/

https://www.cncf.io/projects/opentelemetry/


Source: https://www.cncf.io/blog/2025/01/29/2024-year-in-review-of-cncf-and-top-30-open-source-project-velocity/

https://www.cncf.io/blog/2025/01/29/2024-year-in-review-of-cncf-and-top-30-open-source-project-velocity/


Observability != Monitoring

Observability refers to the ability to understand the internal state of a system by examining its outputs, such 
as logs, metrics and traces. It allows for the diagnosis of issues by providing insight into the system's 
behavior over time.

Monitoring refers to the continuous collection of data from a system to check for any abnormal behavior or 
performance issues

Without observability -> no monitoring!



Three pillars of observability

- Logs provide a record of events that occur within a system
- Metrics provide measurable values that can be used to track the 

performance and health of a system. 
- Traces provide a detailed record of the steps taken by a request or 

process as it flows through a distributed system, and can be used for 
debugging and performance analysis.

Source: https://iamondemand.com/blog/the-3-pillars-of-system-observability-logs-metrics-and-tracing/



Logs - Example

Plain text (apache access log)

10.1.2.3 - rehg [20/Jan/2023:19:22:12 -0000] "GET /hi-CNCF  HTTP/1.1" 200 3423



Logs - Example

JSON



Metrics  - Example

- System metrics
- system.cpu.idle
- redis.keys.evicted

- Business metrics
- my.project.cart.item.added
- my.project.password.forget.co



Traces - Example

Source: https://www.jaegertracing.io/docs/1.49/



Focus on Tracing -> (more definitions 🙈)

Traces can be viewed as a directed acyclic graph of Spans

Source: https://opentelemetry.io/docs/reference/specification/overview



Spans

Span = operation within a transaction.

Span contains 

- Parent’s Span identifier (remember the DAG)
- An operation name 
- A start and finish timestamp 
- Attributes -> key-value pairs. 
- A set of zero or more Events, each of which is 

itself a tuple (timestamp, name, attributes)



OpenTelemetry

OpenTelemetry is a collection of tools, APIs, and SDKs. 

Use it to instrument, generate, collect, and export telemetry data 

(metrics, logs, and traces) to help you analyze your software’s 

performance and behavior.
Source: https://opentelemetry.io/

NOT to store NOR visualize data



How does it work?



Instrumentation



Collector



Exporter

NOT to store NOR visualize data

=> 3rd party



In Lambda?



In Lambda?



In Lambda?
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